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Temporal Integration in Face Perception: Evidence of Configural
Processing of Temporally Separated Face Parts

David Anaki
Rotman Research Institute

Jennifer Boyd
University of Toronto

Morris Moscovitch
Rotman Research Institute and University of Toronto

Temporal integration is the process by which temporally separated visual components are combined into
a unified representation. Although this process has been studied in object recognition, little is known
about temporal integration in face perception and recognition. In the present study, the authors investi-
gated the characteristics and time boundaries of facial temporal integration. Whole faces of nonfamous
and famous people were segmented horizontally into 3 parts and presented in sequence, with varying
interval lengths between parts. Inversion and misalignment effects were found at short intervals (0–200
ms). Moreover, their magnitude was comparable to those found with whole-face presentations. These
effects were eliminated, or substantially reduced, when the delay interval was 700 ms. Order of parts
presentation did not influence the pattern of inversion effects obtained within each temporal delay
condition. These results demonstrate that temporal integration of faces occurs in a temporary and limited
visual buffer. Moreover, they indicate that only integrated faces can undergo configural processing.

Keywords:face perception, temporal integration, visual memory, configural–featural processing

The visual information produced by the retina for further anal-
ysis is fragmented, discontinuous, and nonselective, differing
markedly from the orderly world that humans perceive. Perceptual
organization is therefore an essential prerequisite for coherent
unified visual information to be structured from the myriad of
retinal piecemeal input. One process crucial for perceptual orga-
nization is temporal integration, which combines temporally sep-
arated visual components into a unified representation. Because
many scenes and objects are partly occluded or too complex to be
grasped in a single glance, a mechanism that retains previously
acquired representations and incorporates within them new visual
input, acquired across saccades, is vital. The aim of the present
study was to investigate the characteristics of temporal integration
of facial stimuli and to consider the ramifications of the findings
for theories of face perception and visual temporal integration.

Visual Temporal Integration in Scene and Object
Perception

The concept of temporal integration is linked closely to the
ability of the human perceptual system to construct a temporary
memory store in which incoming sensory information can be
accrued. The issue of the quality and quantity of visual information
that can be preserved from one view to the next has been inten-
sively investigated in the literature, in domains other than face
recognition, and is a matter of current debate (for reviews, see
Henderson & Hollingworth, 2003; Hollingworth, 2004; Irwin,
1993; Rensink, 2002; Simons, Mitroff, & Franconeri, 2003; Si-
mons & Rensink, 2005). We now summarize briefly the different
views on the issue and consider their relevance to the processes
involved in face perception.
Traditional accounts assumed that visual information can be

accumulated across saccades and that a coherent image can be
formed after adjustments are made to the changed retinal positions
of the image from fixation to fixation (e.g., Breitmeyer, 1984;
Feldman, 1985; Jonides, Irwin, & Yantis, 1982; McConkie &
Rayner, 1976; Trehub, 1977). One illustrative example of these
models is theintegrative visual buffermodel, proposed by McCon-
kie and Rayner (1976), which presumes the existence of an iconic
memory store in which the detailed contents of a fixation are
temporarily held. Following a saccade, the visual information from
the new fixation is aligned and superimposed with the previous
one on the basis of their spatiotopic coordinates (for reviews on the
mechanisms of this spatiotopic calibration, see also Bridgeman,
van der Hejiden, & Velichkovsky, 1994; McConkie & Currie,
1996).
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More recent claims, however, have questioned these assump-
tions. Indeed, there is no dispute that precategorical sensory visual
information can be stored for a short duration, extending between
80 and 100 ms, in a temporary storage termediconic memoryby
Neisser (1967; Sperling, 1960). Under these conditions, temporal
integration is often found (e.g., Di Lollo, 1980; Dixon & Di Lollo,
1994; Loftus & Irwin, 1998). However, visual memory—and,
consequently, integration of successive scenes—fails at longer
intervals and/or following saccades. These findings have led some
to conclude that internal visual representations are not formed at
all and visual information is acquired from the external world,
which acts as its own “outside memory” (O’Regan, 1992; O’Regan
& Noë, 2001). Thecoherence theory(Rensink, 2000, 2002), for
example, argues that continuity is limited and achieved only for the
object that is the focus of attention, with attention acting as a
consolidator of its basic features. When attention is redeployed, the
object disintegrates into its elementary components, and its mem-
ory dissolves.
Others (Irwin, 1993, 1996; Irwin & Andrews, 1996; Irwin &

Zelinsky, 2002) have suggested that transsaccadic memory is
heavily dependent on visual short-term memory (VSTM), because
both phenomena have similar characteristics, such as limited ca-
pacity (3–4 items), long duration (up to 5,000 ms), and location-
independent representation (Irwin, 1991). Thus, the conscious
experience of a rich and stable environment across saccades is not
based on the memories of previous eye fixations but, rather, on
perceptual processing during current fixations. This conclusion is
plausible because the durations of fixations are tenfold longer than
those of saccades.
Finally, a third approach, proposed by Henderson and Holling-

worth (2003; Hollingworth, 2004), argues that visual integration
draws on visual long-term memory (VLTM) in addition to VSTM
in maintaining memory representations across scenes or saccades.
Although these representations are not sensory but abstract, they
are detailed enough to allow comparison of information obtained
in the previous fixation and information obtained in the current
one. More important, the ability to notice changes to an object
presented earlier, despite fixations on multiple intervening objects,
supports the claim that visual information can be stored over long
periods of time without the apparent capacity limitations that
plague VSTM (Hollingworth & Henderson, 2002; Hollingworth,
Williams, & Henderson, 2001).
The research from which these different theories have evolved

has focused almost exclusively on scene and object perception;
little is known about the construction of face representations across
time. As we elaborate below, the processes underlying face and
object perception are not identical, and as a result, temporal
integration may have unique influences and characteristics when
facial stimuli are processed. Indeed, several recent studies have
focused on the immunity of facial stimuli to change blindness,
using the change detection paradigm, which has become a com-
mon experimental tool with which to address the issue of visual
temporal integration (Barton, Deepak, & Malik, 2003; Buttle &
Raymond, 2003; Davies & Hoffman, 2002; Humphreys, Hodsoll,
& Campbell, 2005; Palermo & Rhodes, 2003; Ro, Russell, &
Lavie, 2001). In change detection tasks, participants are asked to
detect a change across views when that change is contingent on the
presentation of an additional visual transient—such as a saccade, a
gap, or an eyeblink—to eliminate the detection of motion incurred

by the change (e.g., Rensink, 2002; Simons & Levin, 1997). Yet,
the underlying endeavor, shared by the above-cited studies, was to
explore the effects of attentional factors on facial perception and,
consequently, on the ability to detect changes. The nature of the
representation retained across presentations and the influence of
temporal integration on subsequent face perception generally have
been overlooked.
A notable exception is a study by Wallis & Bu¨lthoff (2001; see

also Ikeda & Uchikawa, 1978; Singer & Sheinberg, 2006), which
examined the influence of temporal contiguity on the recognition
of faces. In this study, observers were shown a sequence of two
faces, A and B, in which the identity of the face changed (from A
to B, or vice versa) as the head rotated in depth. During a later
recognition test, the participants had to compare a profile and a
frontal view and determine whether the images originated from the
same head or from different heads. Half of the nonmatching faces
were taken from faces that were paired during training, whereas
the other nonmatching pairs were faces that were not paired during
training. The findings revealed that participants were more likely
to judge nonmatching faces, which were presented in the same
training set, as belonging to the same person than they were faces
that did not appear in the same training set. These results demon-
strate that the visual system uses temporal contiguity to construct
mental representations of faces. Because different views of a face
are often seen in rapid succession, temporal correlation may serve
as a powerful instrument by which to obtain a detailed image of a
human face. Yet, Wallis and Bu¨lthoff’s study focused on the
integration of a complete face from different viewpoints. Basic
questions that await answers are whether temporal integration
occurs when a single face is presented in a piecemeal fashion and
what the consequences are of the success or failure of temporal
integration to the processes underlying face perception.

Processes Involved in Face Perception

The role of visual temporal integration in face processing also
may have important implications for theories of face perception.
Most theories of face recognition distinguish between analytic or
part-based processes, characteristic of object perception or in-
verted faces, and holistic ones that typify perception of upright
faces (for reviews, see Farah, Wilson, Drain, & Tanaka, 1998;
Gauthier, Behrmann, & Tarr, 1999; Gauthier & Tarr, 2002; Kan-
wisher & Moscovitch, 2000; Kimchi, 1992; McKone, Martini, &
Nakayama, 2003; Moscovitch, Winocour, & Berhmann, 1997;
Peterson & Rhodes, 2003; Tanaka & Farah, 2003). Although this
holistic–analytic distinction is fundamental in the face and object
recognition literature, its exact definition and operationalization
have proven to be elusive. One prevalent interpretation, thetem-
platehypothesis, asserts that in part-based processes, the stimulus
is identified on the basis of its constituent parts, whereas in holistic
processing, no decomposition processes are involved—rather, the
stimulus is apprehended and represented as a perceptualgestalt, or
template, without being constructed from the representations of its
basic parts (e.g., Farah, Tanaka, & Drain, 1995; Tanaka & Farah,
2003). An alternative approach emphasizes the spatial–relational
information between the stimulus’ parts as a crucial component in
face processing (Cooper & Wojan, 2000; Diamond & Carey, 1986;
Rhodes, 1988). According to this widespread view, termed the
configuralaccount, face perception depends on the computation of
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precise distances between internal face parts (e.g., interocular
distance). In the present article, we adopt this view to characterize
face perception processes and their sensitivity to temporal integra-
tion, deferring the implications of our findings on the other account
to the General Discussion.
A predominant phenomenon that demonstrates the divergent

processes involved in face and object recognition is theinversion
effect, which is the difficulty humans have in recognizing an
inverted face compared with an upright face. In contrast to the ease
with which inverted objects are recognized, humans experience
great difficulties in recognizing upside-down faces (Diamond &
Carey, 1986; Valentine, 1988; Yin, 1969). Many accounts suggest
that the encoding of configural information is disrupted when a
face is inverted, and the perceiver has to resort to an analytic
process that relies more on the components’ information embed-
ded in the face (but see Murray, 2004, who suggested that inverted
faces are processed configurally to some extent). Objects, how-
ever, are processed in the same manner regardless of orientation
and, thus, suffer to a lesser degree from their inversion (Bartlett &
Searcy, 1993; Leder & Bruce, 1998, 2000; Maurer, Le Grand, &
Mondloch, 2002; Rhodes, Brake, & Atkinson, 1993; Searcy &
Bartlett, 1996; Tanaka & Farah, 2003; Tanaka & Sengco, 1997;
Young, Hellawell, & Hay, 1987).
An important question, which largely has been ignored in the

literature on face perception, is whether all of the stimulus infor-
mation needs to be presented simultaneously for configural pro-
cessing to occur or different components can be presented in
piecemeal fashion over a short period of time and still lead to the
perception of a face as a whole. That is, can faces still be perceived
configurally if the presentations of different components of the
face are separated by short temporal intervals? A positive answer
to this question would suggest that configural processing does not
depend on the co-occurrence of components but, rather, on the
integration of separate components while they are held in some
form of temporary storage or buffer. Farah et al. (1995) addressed
this issue, to some extent, by asking participants to study faces for
a subsequent memory test. The faces were presented either in a
whole version or in a part version (in which each face part [eyes,
nose, and mouth] was shown on a separate sheet of paper). Later,
an old–new recognition test was administered, with upright or
inverted whole faces presented. The results revealed that the pre-
sentation of an inverted face during the test had a detrimental
effect only for faces that were studied intact, not for faces whose
features were shown separately at study. Farah et al. (1995) inter-
preted these results as evidence for the claim that holistic processes
do not involve conscious part decomposition. Therefore, only
faces that were studied as a whole could produce an inversion
effect, which is a marker (albeit an indirect one) of the breakdown
of holistic processing and the transition to analytic, part-based
processing. However, no temporal interval between the parts was
manipulated systematically, and the wide spatial distribution of the
face parts (presented on different sheets of paper) may have
precluded integration and, consequently, configural processing.
The possibility that face parts could be integrated within a shorter
time window is still viable, and the question of whether integration
could support configural processing still awaits an answer.
In the present study, we investigated temporal integration in face

processing. To this end, we compared recognition of nonfamous
(Experiment 1) and famous (Experiments 2 and 3) faces that were

presented either as a whole figure or in a piecemeal fashion
(corresponding roughly to the eyes, nose, and mouth sections, with
varying temporal intervals between the three parts).
The fact that faces can be recognized, to some degree, by

focusing on individual components in the display may obviate the
need for temporal integration of components to form a holistic
representation. However, if this strategy underlies performance of
the current task, it will be detected by the changes in the inversion
effect, which is considered to be diagnostic of configural percep-
tion for faces. Consequently, we compared performance for up-
right versus inverted or misaligned faces (in Experiment 1) to
determine the extent of temporal integration of all the components.
Thus, the indication of successful temporal integration leading to
configural perception in the present study was not the recognition
performance per se but, rather, the magnitude of the inversion
effect. The sequential presentation of face parts, with different
intervals between the presentations of each part, was intended to
allow us to determine whether configural processing is possible
when components are presented separately or requires the simul-
taneous presentation of all parts. Variation of the interval should
enable us to estimate the temporal boundaries over which these
integration processes can occur and to address the locus of the
processes involved in this integration by relating the results to the
literature on temporal integration for scenes and objects.

Experiment 1

In Experiment 1, faces of unfamiliar people were presented
either wholly or in parts. In the latter condition, faces were parti-
tioned into three parts, which were presented sequentially. After
the presentation of each face, participants were required to identify
the face from an array of three faces presented in an upright,
inverted, or misaligned position. Because inversion may disrupt
the processing of facial features themselves (e.g., Moscovitch &
Moscovitch, 2000), we also looked in Experiment 1 at misalign-
ment effects, which are known to affect the configural aspects of
a face but not its facial features (Moscovitch et al., 1997; Young et
al., 1987). An advantage in the perception of an upright over an
inverted or misaligned face was taken to be an index of holistic or
configural processing. To investigate the time frame over which
this potential integration process occurs, we varied the intervals
between presentations of the face parts from 0 to 700 ms.

Method

Participants. Eighty-four undergraduate students at the University of
Toronto (Toronto, Ontario, Canada) participated in the experiment for
course credit. All participants had normal or corrected-to-normal vision.
Materials. The critical stimuli consisted of 80 Caucasian face pictures

(half male, half female) from the Max Planck Institute for Biological
Cybernetics (Tuebingen, Germany [http://faces.kyb.tuebingen.mpg.de])
database (Blanz & Vetter, 1999; Troje & Bu¨lthoff, 1996). The faces were
in frontal-view position, with a neutral expression and without makeup,
accessories, or facial hair. The original color pictures were converted into
a 256 grayscale format (74 dpi) and extended 8.79� 8.79 cm.
For each of the faces in the critical stimuli, a piecemeal version was

generated consisting of the divided parts of the face. The faces were
segmented into three parts, each including a salient facial feature (see
Figure 1). The top segment included the upper part of the head and was
sliced just below the eyes. The middle segment included the nose and was
sliced just above the lips. The bottom segment contained the mouth and
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was cut below the chin. In the part-face conditions, each part was presented
for 17 ms, with an interval of 0, 17, 200, or 700 ms between each part
(referred to hereafter as0p, 17p, 200p, and700p, respectively). The eyes
part was always presented first, followed by the nose part, with the mouth
part presented last. The parts appeared on the screen in their correct
location. Thus, for example, the eyes part appeared in the same location as
the eyes in the whole-face conditions.
Three whole-face conditions, in which the entire face was presented for

17, 50, or 400 ms, were added as controls (referred to hereafter as17w,
50w, and400w, respectively). The two short-duration presentations were
intended to resemble the duration of the face parts. The 400w condition
was designed to serve as a control condition, in which maximal perfor-
mance of inversion and misalignment effects were expected to appear.
Procedure. Twelve participants were randomly assigned to each of the

seven conditions (three whole and four part conditions). Participants were
tested individually, seated approximately 50 cm from a computer screen.
Stimuli were displayed on an IBM color monitor controlled by E-Prime
software (Psychological Software Tools, 2000) implemented on an IBM
PC–compatible computer.
Each trial began with a 1,000-ms fixation mark (�) presented at the

center of the screen. Following the offset of the fixation mark, an upright
whole face or a combined face—composed of three parts—appeared,
followed by a black-screen interval. To eliminate effects of afterimages or
other types of visual persistence, we presented a mask for 500 ms in the
area in which the whole or combined faces were presented. The mask was
created using minute pieces of facial features taken from different faces
(see Figure 2). The stimulus onset asynchrony (SOA) between the face
appearance (as a whole or its first part) and the mask appearance was fixed
at 650 ms for six out of seven conditions (in the 700p condition, the SOA
was prolonged to 1,650 ms). As a result, the interval before mask presen-
tation fluctuated between 200 ms (for the 200p and 700p conditions) and
633 ms (for the 17w condition).1 The potential consequences of a variable
interval before mask presentation are addressed in Experiment 2B.
Following the mask, a display of three faces was presented. The display

consisted of the previously presented face as target and two other faces as
distractors, selected from among the critical stimuli used in the experiment.
The faces in the display were presented randomly in an upright, inverted,

or misaligned orientation. The misaligned faces were constructed by di-
viding each face into two parts by slicing it under the eyes. The nose in the
lower segment was positioned under the left ear of the upper segment.
Participants were asked to select the face in the display that was identical

to the target face. They were required to respond by pressing one of three
keys corresponding to left, middle, and right faces in the display. The
experiment consisted of a total of 240 trials, divided equally across the
three orientation conditions (upright, inverted, misaligned). In each of these
orientation conditions, every critical stimulus was presented once as a
target and twice as a distractor in other trials. The target appeared equally
often in the three possible locations in the display.
A set of 15 practice trials was administered prior to commencement of

the experiment. These trials were constructed with the same constraints as
the experimental trials outlined above, and their results were not analyzed.
The faces used in the practice trials were not used in the experiment but
were taken from the same source. Feedback was given to participants
during practice but not during the experiment.

Results

The mean accuracy of the participants as a function of condition
is presented in Table 1. Below, we first present the effects of the
whole–part presentation on the recognition of upright and inverted
faces, followed by the effects of these conditions on misaligned
faces.
Inversion effects. As shown in Table 1, upright faces were

recognized better than inverted faces. The advantage of upright
over inverted faces, however, was mostly noted in the whole
conditions and in the short- to intermediate-interval part condi-
tions, diminishing appreciably when the interval exceeded 200 ms
(see Figure 3). These observations were confirmed by a two-way
analysis of variance (ANOVA), performed with one between-

1 The intervals in the other conditions were 250, 600, 600, and 570 ms
for the 400w, 50w, 0p, and 17p conditions, respectively.

Figure 1. Example of stimuli material (whole-face and part-face conditions) used in Experiment 1. The image
is from the face database of the Max Planck Institute for Biological Cybernetics (Tuebingen, Germany
[http://faces.kyb.tuebingen.mpg.de]; Blanz & Vetter, 1999; Troje & Bu¨lthoff, 1996).
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subjects factor (presentation type: 400w, 50w, 17w, 0p, 17p, 200p,
700p) and one within-subject factor (orientation: upright, in-
verted), on participants’ mean accuracy. This analysis yielded a
significant main effect of orientation,F(1, 77)� 169.90,MSE�
0.003,p � .0001, resulting from greater accuracy to upright (.75)
than to inverted faces (.65). A main effect of presentation type was
also found,F(6, 77)� 8.10,MSE� 0.017,p� .0001. Finally, and
most important, the Presentation Type� Orientation interaction
was also significant,F(6, 77)� 4.00,MSE� 0.003,p � .005.

We performed several analyses to examine this interaction.
First, simple main effects analyses, conducted for each of the
presentation type conditions between upright and inverted face
presentation, revealed significant inversion effects in all conditions
(all ps� .0001) except 700p,F(1, 77)� 1,MSE� 0.003,p� .36.
We then conducted a Bonferroni multiple comparisons test to
examine more specifically whether the four part conditions dif-

fered among themselves.2 The test revealed that the inversion
effect in the 700p condition was significantly different from that in
all other part conditions (allps� .01). The inversion effects of the
latter conditions, however, did not differ among themselves or
from those in the whole-face presentation conditions.
Misalignment effects.Accuracy was higher for upright faces

than for misaligned faces, but as with inverted faces, this was seen
only for whole-face and short-interval part-face presentations (see

2 The Bonferroni test performed was a modified version that is based on
the assumption that several comparisons (n � df) could be made without
correcting the alpha level. Because we were not interested in making all the
21 comparisons performed in the regular Bonferroni test, we adopted a less
stringent correction in which� � .01 (for the equation used to compute the
alpha level and further discussion, see Keppel, 1982, pp. 147–148).

Figure 2. Sequence of events in a typical trial in Experiment 1. A target face was presented centrally either as
a whole or segmented into parts, with varying interval lengths between the parts, followed by a mask. After the
presentation of the face, the participant was required to perform a match-to-sample task from an array of three
upright, inverted, or misaligned faces. The image is from the face database of the Max Planck Institute for
Biological Cybernetics (Tuebingen, Germany [http://faces.kyb.tuebingen.mpg.de]; Blanz & Vetter, 1999; Troje
& Bülthoff, 1996).
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Table 1; see also Figure 3). These observations were corroborated
by an ANOVA conducted on the upright and misaligned target
faces as a function of presentation type (400w, 50w, 17w, 0p, 17p,
200p, 700p). A misalignment effect was found, with greater accu-
racy for upright (.75) than for misaligned faces (.72),F(1, 77)�
16.86,MSE� 0.002,p � .0001. A main effect of presentation
type was also found,F(6, 77)� 10.02,MSE� 0.016,p � .0001.
The Presentation Type� Orientation interaction was also signif-
icant,F(6, 77)� 2.25,MSE� 0.002,p � .05.

Simple main effects analyses indicated greater accuracy for
upright than for misaligned faces in all conditions (allps � .05)
except 200p and 700p, in which accuracy failed to reach signifi-
cance. A Bonferroni test for inversion effects revealed that the
700p condition was different from all other conditions (allps �
.01) except 17p and 200p. The latter two conditions, however, did
not differ from the 0p or the three whole conditions.

Discussion

The results of Experiment 1 showed that if the intervals between
the face parts were short enough, inversion effects did not differ
between conditions in which a face was presented as a whole (for
400, 50, or 17 ms) and conditions in which face parts were
presented with varying temporal intervals between them. A
marked reduction in the inversion effect was observed only when
the interval between the face parts was 700 ms. A sizeable inver-
sion effect was obtained in the 200p condition—comparable to
that obtained in the whole conditions. The misalignment effect was
much smaller than the inversion effect, even for the whole condi-
tions (.04 vs. .14, respectively, when the three whole conditions
were collapsed together), making it difficult to detect variations in
the misalignment effect in the part conditions. The smaller mis-
alignment effect was probably a result of the strategies of some
participants, who may have settled for encoding only specific
features of a face’s parts without attempting to integrate them into a
whole face. Nonetheless, misalignment results showed a trend similar
to that found for inversion. There were significant differences be-
tween the 700p and the whole and 0p conditions, with no differences
among any of the other part and whole conditions. However, the
difference in the misalignment effect between the 400w and 700p
conditions was less pronounced, and the 700p condition also did not
differ significantly from the 17p and 200p conditions.

Overall, the inversion and misalignment effects obtained in the
various part conditions indicate that participants can store different
face parts in a short-term visual buffer and integrate them into a
single, unified face. The storage duration of this visual buffer
seems to be at least 450 ms (the time between the onset of the first
face part and the offset of the third face part in the 200p condition),
but it does not exceed 1,450 ms (the time between the onset of the
first face part and the offset of the third face part in the 700p
condition). The most likely source of the memory system in which
this integration occurs is considered in the General Discussion.
The results of Experiment 1 indicate that configural processing

can be achieved even when all components are not presented
simultaneously, as long as the separate components can be held in
a short-term store while the integration process occurs. That in-
version and misalignment effects in all part conditions but 700p
were equivalent to those in the whole conditions suggests that the
representation created from the segregated parts resembled the
representation in the whole-face conditions. In other words, tem-
poral integration of face parts in the visual short-term buffer results
in a visual representation that allows configural processes to pro-
ceed. This representation is not just a piecemeal registration of the
constituent parts of the face.
Further evidence for the existence of such an integrative system

is provided by recent findings focusing on the temporal and spatial
dynamics of face perception. Of great relevance is a recent study
by Singer and Sheinberg (2006) focusing on the temporal dynam-
ics of thecomposite faceeffect (Young et al., 1987). This effect
stems from the difficulty in identifying a familiar half face when it
is combined, in a complementary fashion, with another half face
compared with a condition in which the two halves are inverted or
misaligned. Singer and Sheinberg found that this effect persisted
even when the two face halves were separated by an 80-ms
temporal interval of visual noise. These results are compatible with
the present findings in demonstrating that configural effects can
evolve even when face parts are not presented simultaneously. The
mechanism that allows these face-specific effects to emerge is the
integration process, without which configural processing would
not be possible. As demonstrated in Experiment 1, the inversion
and the misalignment effect are eliminated at the long-interval
condition.

Table 1
Proportions of Correct Responses (With Standard Deviations in Parentheses) for Upright,
Inverted, and Misaligned Faces as a Function of Presentation Type in Experiment 1

Condition/effect

Whole-face presentation Part-face presentation

400 ms 50 ms 17 ms 0 ms 17 ms 200 ms 700 ms

Upright .91 (.05) .79 (.12) .79 (.09) .75 (.07) .71 (.10) .69 (.10) .63 (.15)
Inverted .78 (.06) .64 (.11) .66 (.13) .64 (.05) .62 (.11) .58 (.07) .61 (.12)
Misaligned .88 (.06) .74 (.11) .73 (.11) .69 (.05) .68 (.08) .67 (.08) .65 (.13)
Inversion effect .13 (.05) .15 (.08) .13 (.10) .11 (.05) .09 (.04) .10 (.08) .02 (.08)
Misalignment effect .03 (.04) .05 (.06) .06 (.08) .06 (.07) .03 (.07) .01 (.08)�.02 (.06)

Note. The inversion effect was computed by subtracting the inverted-faces performance from the upright-faces
performance for each participant. The same procedure was performed for the misalignment effect (upright�
misaligned). The 400-ms, 50-ms, and 17-ms columns in the whole-face presentation conditions denote the
duration of the face’s presentation. The 0-ms, 17-ms, 200-ms, and 700-ms columns in the part-face presentation
conditions refer to the different time intervals between face parts.
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Similar findings have been reported in the spatial domain.
Yovel, Paller, and Levy (2005) have shown in a match-to-sample
task that accuracy for consistent hemifaces (symmetrical right and
left halves that are mirror images along the midline) is greater than
the summated accuracy for left and right hemifaces presented in
isolation. This superiority was obtained for upright but not for
inverted hemifaces, demonstrating that visual integration is a pre-
requisite only for configural processing. In the same vein, Gau-
thier, Tanaka, and Brown (2006) have reported that configural
processing is obtained even when face parts are separated in space.
In their study, participants were presented sequentially with two
aligned or misaligned composite faces, consisting of top and
bottom parts taken from different faces. One of the parts in the
second (test) face was cued. Participants had to judge whether the
cued part in the test face was identical to the corresponding part in
the study face. The effect of the noncued part on the same–
different judgment was investigated. Surprisingly, despite the fact
that the face was not presented as a whole during encoding (i.e.,
misaligned), the authors found a misalignment effect in the second
face (Young et al., 1987)—namely, the noncued part in the test
face interfered more with the task when it was aligned rather than
misaligned with the other part.
In conclusion, recent findings strongly suggest that temporal and

spatial integration are prevalent processes in face perception.
Moreover, they indicate that configural effects can arise only on
integrated facial representations, making integration a necessary
condition for configural processing of faces.

Experiment 2

The results of Experiment 1 indicate that integration of tempo-
rally separated face parts allows configural processes to evolve, as
long as the interval between the instances of facial information to
be integrated does not exceed a critical limit of approximately
400–500 ms. Our finding of inversion effects (and, to a lesser
degree, misalignment effects) at the shorter intervals in the part
conditions, which are comparable to the whole conditions, sug-
gests that temporal integration occurs even when a face is pre-
sented as a whole. The purpose of Experiment 2 was to determine

whether a similar pattern of results indicative of temporal integra-
tion would be found for famous faces. Unlike perception of unfa-
miliar faces, which may rely on effortful integration of unfamiliar
elements, perception and recognition of familiar faces may be
driven by top-down processes based on well-established internal
representations. As a result, familiar faces may be mapped onto
those representations directly (template matching), with little, if
any, recourse to temporal integration. In such circumstances, con-
figural processes may be greater for faces presented as wholes
rather than as parts, requiring them to be temporally integrated
over short time intervals. Indeed, part presentations could also
trigger the activation of the face’s representation in long-term
memory, yet its activation may be weaker and ambiguous because
of the partial information supplied by the part. In addition, if the
identification of the face in the part condition is independent of
integration and results from matching of the visual information to
an existing representation, no difference would be expected be-
tween the different part conditions, unlike the findings obtained in
Experiment 1. If, however, temporal integration occurs early in
perception, then effects similar to those seen in Experiment 1
should be observed in identification of familiar faces.
A second, related purpose of Experiment 2 was to use identifi-

cation, rather than perceptual matching, as a measure of perfor-
mance. Because the sine qua non of face perception is identifica-
tion, it is important to establish that any observed temporal
integration effects are also applicable to identification.
In Experiment 2, we presented faces of famous people either as

wholes or sequentially by parts. Both types of faces were presented
either upright or inverted. A misaligned condition was not used
because it would have resembled the sequential part condition and,
thus, been too confusing to present at study (it was presented only
at test in Experiment 1). Participants were asked to identify the
faces by name or by some individuating trait (e.g., U.S. president,
star actor in theRain Man).

Another issue that we wanted to address concerns the time
interval between the presentation of the face and the appearance of
the mask. In Experiment 1, we used a varying interval, such that
the entire SOA between the initial appearance of the face (or its

Figure 3. Magnitude of the inversion and misalignment effects in Experiment 1 as a function of presentation
type. Error bars represent standard errors.
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first part) to the onset of the mask was 650 ms (only in the 700p
condition was this SOA longer). This manipulation created differ-
ent intervals prior to the mask appearance, which varied between
200 ms (for the 200p and 700p conditions) and 633 ms (for the
17w condition). The potential consequence of a variable interval is
the differential influence of the backward pattern mask on the
processing of facial stimuli appearing in close temporal contiguity.
The likelihood that masking differences could account for our
findings in Experiment 1 is low because of the transient effects of
the mask at intervals longer than 100 ms (e.g., Enns & Di Lollo,
2000). However, to rule out this alternative account, we set a fixed
temporal delay of 200 ms in the four critical conditions (50w, 17w,
0p, 17p), which were characterized by a sizeable delay in Exper-
iment 1. We tested whether this shortened interval would influence
the inversion effects. The results of this manipulation are reported
in Experiment 2B; in Experiment 2A, the original variable interval
procedure was used.

Experiment 2A

Method

Participants. Eighty-four undergraduate students at the University of
Toronto participated in the experiment for course credit. All participants
had normal or corrected-to-normal vision.
Materials. The critical stimuli consisted of 180 pictures of famous

people from different fields (e.g., actresses, politicians, athletes), which
were selected from an original pool of 400 pictures on the basis of
familiarity ratings collected in a pilot study. The faces were frontal-view

images and were downloaded from various Internet sites. We attempted to
select pictures that did not contain any external cues of the identity of the figure
(e.g., throne, national flag in the background). All pictures were converted into
to a 256 grayscale format (74 dpi) and rescaled to a size of 5.6� 7.2 cm.
The selection of the 180 target stimuli proceeded as follows: The 400

pictures were presented to 8 undergraduate students (each participant was
shown only 200 pictures), who were asked to name the person or supply
any identifying information (e.g., occupation, biographical details). Pic-
tures were first presented in an inverted orientation and, later (if recogni-
tion failed), in an upright position. Participants’ responses were rated in the
following manner: 1� the inverted face was recognized, 2� the upright
face was identified, 3� the upright face was familiar, and 4� the face was
not recognized at all. The ratings were averaged, and a cutoff point of 2.75
was chosen, resulting in 180 pictures whose average rating was 2.75 or less.
As in Experiment 1, a divided version was generated for each face,

consisting of three parts. The parts corresponded to the top, middle, and
bottom sections of the face, and each included a salient facial feature (eyes,
nose, and mouth, respectively). An example of a whole and split-up face of
former U.S. President Bill Clinton is presented in Figure 4.
Faces were presented across participants either in a whole-face fashion

or divided into parts, with the three face parts presented sequentially. In the
whole-face mode, three conditions were manipulated in which the face was
presented for 400, 50, or 17 ms. In the part-face mode, each face part was
presented for 17 ms, with four different intervals between the parts (0, 17,
200, or 700 ms). Within each of the seven conditions, 90 upright faces and
90 inverted faces were presented.
Procedure. Twelve participants were randomly assigned to each of the

seven conditions (three whole-face conditions, four part-face conditions).
Participants were tested in groups, with each group containing between
4–7 participants. Each participant was seated in front of a computer and

Figure 4. Example of stimuli material (whole-face and part-face modes) used in Experiments 2A and 2B. The
photograph of Bill Clinton is used with the permission of Corbis Images.
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individually performed the specific condition. The apparatus was identical
to that of Experiment 1.
The procedure of Experiment 2 differed slightly from that of Experiment

1: Each trial began with a 1,000-ms fixation mark (�) presented at the
center of the screen. Following the offset of the fixation mark, an upright
or inverted famous face appeared, followed by a black screen interval
ranging between 200 and 633 ms. Then, a mask appeared for 500 ms,
occupying the area in which the whole or combined faces were presented.
Participants were asked to observe the face and press the1 key if the face
was familiar to them or the2 key if it was not. The keypress initiated the
appearance of a unique number at the lower left side of the screen. The
number was designated by the experimenter to the specific face and ranged
between 1 and 180. Participants then wrote in an answer sheet, provided to
them beforehand, the name of the figure or any identifying information
they could recollect about the person. To advance to the next trial, partic-
ipants pressed thez key. The sequence of the faces’ presentation and the
orientation of each face were determined randomly for each participant.
Following the presentation of the faces in the first part of the experiment,

all faces were presented again for unlimited time in an upright condition.
As in the previous part, participants were instructed to press the1 key if the
face was familiar and the2 key if it was not. If the face was recognized as
familiar, the participant wrote, in the allocated space on his or her response
sheet, the name of the figure or any identifying information. The partici-
pants were asked to refrain from modifying their responses from the first
part of the experiment.
Four practice trials were presented prior to the experiment itself. The

four faces were first presented in an upright or an inverted orientation, in
one of the seven conditions described above. Then, the faces were pre-
sented for unlimited time in an upright position. The results of these trials
were not included in the analysis.

Results

The performance of each participant varied as a function of both
the condition in which he or she was testedand his or her
individual familiarity with the faces, regardless of presentation
mode. For this reason, we introduced the second part of the
experiment, in which faces were presented in an upright position
for unlimited time and participants’ knowledge was probed. Using
these scores, we computed the accuracy of each participant not
relative to the total number of faces presented in a specific con-
dition but relative to the number of faces the participant recognized

in the second part of the experiment. Thus, for example, if a
participant identified 60 (out of 90) upright faces in the first part of
the experiment and 75 faces in the second part, his or her accuracy
was computed as .80, not .67. ANOVAs performed on the number
of faces recognized in the second part of the experiment revealed
that the level of recognition was similar across conditions both for
faces that were presented initially in an upright condition (F � 1)
and for faces that appeared inverted,F(6, 77) � 1.19,MSE�
151.55,p � .32 (see Figure 5). Two experimenters scored the
response sheets. A response was considered accurate if the partic-
ipant supplied the name of the famous figure (e.g.,Clint Eastwood)
or gave specific identifying information attesting to his or her
knowledge of the person (e.g.,the Good in the movieThe Good,
the Bad and the Ugly).
The mean accuracy of participants as a function of condition is

presented in the top half of Table 2. Upright faces were recognized
better than inverted faces, the difference between the two types
being equivalent across whole and part conditions until the interval
exceeded 200 ms, at which point the inversion effect was dimin-
ished. These impressions were confirmed in a two-way ANOVA,
with one between-subjects factor (presentation type: 400w, 50w,
17w, 0p, 17p, 200p, 700p) and one within-participant factor (ori-
entation: upright, inverted), performed on the participants’ mean
accuracy. This analysis yielded a significant main effect of orien-
tation,F(1, 77)� 1,035.89,MSE� 0.008,p � .0001, resulting
from greater accuracy for upright (.66) than for inverted faces
(.22). A main effect of presentation type was also found,F(6,
77) � 21.60,MSE� 0.023,p � .0001. Finally, and most impor-
tant, the Presentation Type� Orientation interaction was also
significant,F(6, 77)� 5.81,MSE� 0.008,p � .0001.

The inversion effect in all the presentation type conditions was
significant (allps� .01; see Figure 6). A Bonferroni test revealed
that the inversion effect in the 700p condition differed from that in
all other conditions, whereas the inversion effects in the remaining
conditions were comparable (with the exception of a significant
difference between the 50w and 200p conditions [p � .005]).

The decrease of the inversion effect in the 700p condition could
not be attributed to floor effects. Inspection of the accuracy data
(see Table 2) shows that the reduction of the magnitude of the

Figure 5. Total number of faces recognized in the unlimited-time upright viewing part of Experiment 2A as
a function of orientation of presentation (upright or inverted) in the masked part. Error bars represent standard
errors. TotNup� total number upright; TotNin� total number inverted.
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inversion effect resulted mainly from the decrease in accuracy for
the upright faces, whereas performance for the inverted faces did
not appear to change. Post hoc tests, performed separately for
upright and inverted faces, revealed that in upright faces, compa-
rable accuracy was obtained for the 17w through 200p conditions,
and they all differed from the 700p condition. For inverted faces,
however, no significant difference in performance was found be-
tween the 700p condition and the other conditions (except 400w
and 50w).

Discussion

The results of Experiment 2A extend the findings of Experiment
1 with a set of famous faces and a task that required participants to
identify the face rather than choose it from among distractors. As
in Experiment 1, temporal integration was observed when faces
were presented in a piecemeal fashion, as indicated by the resem-

blance of the inversion effect in the whole and part presentation
conditions up to 200p. A noticeable decrease in the inversion effect
was observed only in the 700p condition. These results suggest that
full temporal integration of familiar faces is achieved over the
same interval as that for unfamiliar faces, indicating that configural
processing of famous faces can be obtained even when the faces
are presented in piecemeal fashion and identification, rather than
matching, is required. Moreover, the equivalent inversion effects
for the whole and part conditions obtained for famous faces
support the notion that integration processes occur at early stages
of perception and, as such, influence both unfamiliar and familiar
face perception.
The reduced inversion effect obtained in the 700p condition

suggests that the processes mediating it differed from those in the
other conditions; nevertheless, the inversion effect was not elim-
inated entirely even at the long interval. This reduced but still

Table 2
Proportions of Correct Responses (With Standard Deviations in Parentheses) for Upright and
Inverted Faces as a Function of Presentation Type in Experiment 2

Condition/effect

Whole-face presentation Part-face presentation

400 ms 50 ms 17 ms 0 ms 17 ms 200 ms 700 ms

Experiment 2A

Upright .93 (.06) .79 (.12) .68 (.13) .65 (.17) .64 (.18) .59 (.09) .35 (.12)
Inverted .47 (.20) .24 (.09) .19 (.05) .18 (.10) .18 (.16) .16 (.08) .09 (.09)
Inversion effect .47 (.19) .55 (.11) .49 (.14) .47 (.12) .46 (.14) .43 (.09) .26 (.07)

Experiment 2B

Upright .71 (.11) .68 (.15) .63 (.13) .67 (.10)
Inverted .25 (.13) .16 (.15) .17 (.10) .17 (.07)
Inversion effect .47 (.08) .51 (.12) .45 (.10) .50 (.12)

Note. The inversion effect was computed by subtracting the inverted-faces performance from the upright-faces
performance for each participant. The 400-ms, 50-ms, and 17-ms columns in the whole-face presentation
conditions denote the duration of the face’s presentation. The 0-ms, 17-ms, 200-ms, and 700-ms columns in the
part-face presentation conditions refer to the different time intervals between face parts.

Figure 6. Magnitude of the inversion effects in Experiments 2A and 2B as a function of presentation type.
Error bars represent standard errors.
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significant effect may have stemmed from the inversion of featural
or configural information within the part segment itself rather than
from loss of integration across parts. Studies have shown that faces
can be identified solely on the basis of a segment containing local
relational information and that performance is degraded when face
segments are inverted (Leder & Bruce, 2000). Memory represen-
tations of famous faces may be very detailed and contain rich
featural and configural information on subparts of the face, par-
ticularly the region containing the eyes (Fraser, Craig, & Parker,
1990; Haig, 1986; Leder, Candrian, Hubber, & Bruce, 2001). This
information, although limited, may have supported the inversion
effect for famous faces in the 700p condition of Experiment 2A.
To test this possibility, we presented the eyes segment in isola-

tion in the 700p condition. Obtaining an inversion effect in this
condition would corroborate the claim that the inversion effect
obtained in the 700p condition in Experiment 2A did not stem
from loss of temporal integration across parts, as in the other
conditions, but from inversion of the part segment itself. Eight
participants performed the famous faces recognition task in a
condition that was similar to the 700p condition. Only the eyes part
was presented, whereas the nose and mouth parts were replaced by
a black screen that appeared for the same amount of time. When
the eyes section was presented in isolation, an inversion effect of
.18 was obtained (upright eyes recognition accuracy was .26,
compared with .08 when eyes were inverted). This inversion effect
was significantly different from zero,t(7) � 9.87,p� .0001. This
finding supports our conjecture that a significant portion of the
inversion effect at 700p resulted from the identification of indi-
vidual parts of the face and/or the local relations between them
(Moscovitch & Moscovitch, 2000).
Although this loss of segment identification may account for

most of the inversion effect at 700p, it does not account for all of
it. Further analysis revealed that the .26 inversion effect in the
700p condition was significantly larger than the .18 inversion
effect obtained with eyes only,t(18) � 2.74, p � .01. The two
conditions did not differ in the total number of faces recognized,
indicating a similar level of knowledge between the two groups for
upright and inverted famous figures (bothts� 1). The remaining
portion of the inversion effect, which was very small (.08), likely
resulted from the separate and possibly independent contribution
of the other parts, such as the nose and mouth (see Veuilleumier,
Mohr, Valenza, Wetzel, & Landis, 2003).
The finding that significant inversion effects are obtained for

face parts, such as eyes, supports the claim, advanced above, that
the inversion effect obtained in the long-interval condition for
famous people (700p) stemmed from configural processes occur-
ring within the parts. The finding is at odds with the alternative
hypothesis that the inversion effect over this long interval also
reflects temporal integration. If the same mechanism is responsible
for the inversion effects in all of the part conditions, it would be
hard to account for the disproportional reduction of the inversion
effect of about 40% from the 200p to 700p conditions. We tested
the process discontinuity between the 200p and 700p conditions
further by modeling the relationship between inversion effect size
and interval length. We fitted a linear equation to the observed data
in the 0p, 17p, and 200p conditions. On the basis of the regression
line obtained, we extrapolated the predicted inversion effect in the
700p condition (.32) and tested whether the obtained value differed
from the one predicted. The significant effect,t(11) � 2.82,p �

.02, indicates that there is a process discontinuity between the two
conditions, and it supports our interpretation that the factor under-
lying the inversion effects at 700p is different from those occurring
at shorter intervals.3

Experiment 2B

In Experiment 2B, we investigated whether the variable interval
between the face and the mask may have influenced the results
obtained in Experiments 1 and 2A. To this end, we used a fixed
interval of 200 ms in the four conditions that had longer delays in
the previous experiments (50w, 17w, 0p, and 17p).

Method

Participants. Thirty-two undergraduate students at the University of
Toronto participated in the experiment for a course credit. All participants
had normal or corrected-to-normal vision.
Materials. The critical stimuli were identical to those in Experiment 2A.
Procedure. Eight participants were allocated for each of the four

conditions (50w, 17w, 0p, and 17p). The procedure was identical to that
of Experiment 2A with a single exception: Following the presentation
of the whole face (in the 50w and 17w conditions) or the mouth part (in
the 0p and 17p conditions), a black screen appeared for 200 ms,
replaced later by the mask. Thus, in the four conditions of the present
experiment, a fixed interval was inserted between the face and the
mask, whose length was identical to that in the 200p and 700p condi-
tions in Experiment 2A (and similar to the interval in the 400w
condition, which was 250 ms).

Results and Discussion

As in Experiment 2A, the accuracy performance of each partic-
ipant was computed as the proportion of the sum of correct
responses in the first part of the experiment relative to the number
of correct responses in the second part of the experiment, in which
the faces were presented for unlimited time in an upright position.
Preliminary analyses revealed that recognition levels in this latter
part did not differ across the critical condition for either upright or
inverted faces (bothFs� 1). The mean accuracy of participants as
a function of condition is presented at the bottom half of Table 2.
Our primary incentive for conducting Experiment 2B was to

investigate whether the different interval before mask appearance
across conditions could account for the results obtained in Exper-
iment 2A. To this end, we conducted a two-way ANOVA, with
one between-subjects factor (presentation type: 50w, 17w, 0p, 17p)
and one within-subject factor (orientation: upright, inverted), on
participants’ mean accuracy. Only the main effect of orientation
was significant,F(1, 28) � 668.77,MSE� 0.006,p � .0001,
resulting from greater accuracy to upright (.67) than to inverted

3 An alternative interpretation of the significant inversion effect obtained
in the long-interval condition in Experiment 2, as compared with its
absence in Experiment 1, is based not on the famous–nonfamous distinc-
tion but, rather, on the different tasks used in the two experiments. In
Experiment 1, the temporal integration manipulation occurred at encoding,
whereas in Experiment 2, the temporal integration manipulation occurred
at the retrieval stage. Evidence from Gauthier et al.’s (2006) study suggests
that configural manipulations at retrieval are more influential than those at
encoding, thus leading to larger effects. We thank Isabel Gauthier for this
suggestion.
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faces (.19). The main effect of presentation type and the Orienta-
tion� Presentation Type interaction were not significant, the latter
null effect indicating a similar magnitude of the inversion effect
across all conditions. Thus, equating the delay before the mask to
200 ms did not affect the basic results seen in Experiment 2A—
namely, a comparable inversion effect for the whole and part face
presentation (see Figure 6).
We corroborated our conclusion with a three-way ANOVA with

experiment (2A, 2B) included as a between-subjects factor along
with presentation type (50w, 17w, 0p, 17p) and orientation (up-
right, inverted). Aside from the main effect of orientation, no
effects reached significance (allFs� 1). Finally, we conducted an
analysis of the four conditions from Experiment 2B and the three
conditions from Experiment 2A that were not examined in Exper-
iment 2B (200p, 700p, and 400w). This comparison is important
because all of these conditions are characterized by an interval of
similar length. The results replicated the ones found earlier show-
ing that the only difference in the inversion effect was between the
700p condition and all the other conditions, with the other condi-
tions not differing among themselves.
The results of Experiment 2B illustrate that the temporal interval

length before the mask does not play a critical role in accounting
for our results in Experiments 1 and 2A, because backward mask-
ing effects in face processing already dissipate when a 200-ms
interval separates the face and mask. This conclusion has also been
arrived at by several other researchers. Rolls and Tovee (1994)
showed that when human observers are required to identify from
among six faces a face that was presented and backward masked,
accuracy reached a level of 97% with a brief interval of 40 ms. A
lateralization study (Heider & Groner, 1997) yielded similar re-
sults, showing that a steady state of performance was obtained by
a 75-ms delay (although, admittedly, the maximum delay explored
in that study was 135 ms). Moscovitch and Radzins (1987), who
investigated the effects of mask type, target duration, and target–
mask interval, also found transient effects of face identification
that disappeared early. Thus, effects of masking with face parts at
200 ms may be negligible (see also Loffler, Gordon, Wilkinson,
Goren, & Wilson, 2005).

Experiment 3

In the previous two experiments, the presentation order of the
three face parts was fixed. The eyes appeared first, followed by the
nose, with the mouth appearing last. It remains to be determined,
however, whether temporal integration can occur even when the
parts do not appear in a consecutive serial manner. On the one
hand, perceptual organization is guided by grouping laws. One of
them is the proximity principle, according to which elements tend
to be grouped together if they are close to one another (Kubovy,
Holocombe, & Wagemans, 1998; Kubovy & Pomerantz, 1981;
Wertheimer, 1925). Temporal integration may, therefore, be facil-
itated when adjacent parts are presented sequentially. On the other
hand, perception of a face may not necessarily entail a strict
scanning pattern in which adjacent areas are encoded sequentially.
An observer may choose to concentrate on facial features selected
at random or selected on the basis of their distinctiveness. In real
life, different parts of a face may be occluded, forcing the per-
ceiver to integrate noncontiguous regions. Eye movement studies
also have shown that although some consistency can be seen in the

saccades performed during face perception, variation in scanning
strategy occurs as well (Walker-Smith, Gale, & Findlay, 1977).
Thus, temporal integration may be achieved even when the face
parts are not presented in an ordered sequence.
Experiment 3 may also shed light on the type of memory system

involved in temporal integration of faces. Of the two likely con-
tenders, iconic memory and VSTM, the former is less influenced
by configural grouping than the latter (e.g., Hollingworth, Hyun, &
Zhang, 2005; Irwin, 1991). If presentation-order effects are found
(especially in the 200p condition), VSTM is favored as the locus
of the temporal integration. In contrast, if no order effects are
found, iconic memory is favored as the probable locus.
In Experiment 3, the presentation order of the three face parts

was varied. Thus, in addition to the original order of eyes, nose,
mouth (ENM) used in the previous two experiments, five other
possible combinations of these parts were tested as well (EMN,
NEM, NME, MEN, and MNE). These six combinations of pre-
sentation order were examined with three different temporal inter-
vals between face parts (0, 200, and 700 ms). If the order of part
presentation is an important factor in temporal integration, we
would expect to find it influencing mainly the 0p and 200p
conditions. Specifically, the inversion effect in these two condi-
tions should be higher in the ENM order than in the other five
order options. In the 700p condition, this increased inversion effect
in the ENM condition should be less emphasized due to the lack of
temporal integration. However, if temporal integration can occur
in spite of the presentation order of the parts, the inversion effect
in the ENM condition should not differ from that in the other
conditions. As in the previous experiment, the inversion effect
should be more pronounced in 0p and 200p conditions than in the
700p condition across all the possible presentation orders.

Method

Participants. Sixty undergraduate students at the University of To-
ronto participated in the experiment for a course credit. All participants had
normal or corrected-to-normal vision. None of them had participated in the
previous experiments.
Materials. The same 180 famous faces of Experiment 2 were used in

this experiment.
Procedure. Twenty participants were allocated for each of the three

presentation-type conditions that were examined in the experiment (0p,
200p, and 700p). In contrast to Experiment 2, in which order of presenta-
tion was fixed (eyes part first on top, followed by the nose part in the
middle, and finally the mouth part at the bottom), all the six possible
combinations were investigated in Experiment 3. The face parts were
always presented in their original position, but their order of presentation
differed. Ninety faces were presented upright, and 90 faces were inverted.
Within each orientation condition, 30 faces were presented in the original
ENM order, and 12 faces were presented in each of the remaining five
conditions. The ENM condition consisted of more trials than the other five
conditions because we wanted to increase the probability of observing
differences between conditions (if they indeed exist). If the order of
presentation does influence temporal integration, then the inversion effect
in the ENM condition should differ from that in the other five conditions,
which could be collapsed together. The upright and inverted faces, as well
as the different order conditions, were presented randomly during the
experiment. The interval between the disappearance of the last part of the
face and appearance of the mask was fixed, as in Experiment 2B (200 ms).
Following the first part of the experiment, all faces were presented again as
wholes for unlimited time in an upright condition, and participants were

12 ANAKI, BOYD, AND MOSCOVITCH



asked to recognize the faces. Twelve practice trials were administered prior
to the experiment, representing all of the experimental conditions.

Results

The accuracy performance of each participant was computed, as
before, as the proportion of the sum of correct responses in the first
part of the experiment relative to the number of correct responses
in the second part of the experiment, in which whole faces were
presented upright for unlimited duration. A preliminary three-way
ANOVA, with presentation type (0p, 200p, 700p) as a between-
subjects factor and orientation (upright, inverted) and order of
presentation (ENM, EMN, NEM, NME, MEN, MNE) as within-
subject factors, performed on participants’ mean accuracy in the
second part of the experiment did not reveal any significant inter-
actions between these variables. The mean accuracy of participants
as a function of condition is presented in Table 3.
Our main aim in conducting Experiment 3 was to investigate

whether temporal integration can be influenced by the order in
which parts are presented. Specifically, will temporal interaction
be affected when face parts are not presented in a serial consecu-
tive order? The findings clearly show that temporal integration was
successful even when the parts were not presented serially (see
Figure 7). In each of the presentation type conditions, the inversion
effect was comparable across the different presentation orders.
This observation was corroborated in a three-way ANOVA, with
presentation type (0p, 200p, 700p) as a between-subjects factor
and orientation (upright, inverted) and order of presentation
(ENM, EMN, NEM, NME, MEN, MNE) as within-subject factors,
performed on participants’ mean accuracy. The main effect of
orientation was significant,F(1, 57)� 533.79,MSE� 0.054,p�
.0001, resulting from greater accuracy to upright (.52) than to
inverted faces (.11). In addition, a main effect of presentation type
was found,F(2, 57)� 4.80,MSE� 0.16,p � .01. Finally, the
Presentation Type� Orientation interaction was also significant,
F(2, 57) � 9.51,MSE� 0.054,p � .001, indicating, as in the
previous experiments, different inversion effects across the various
interval conditions. Order of presentation was not significant either

as a main effect,F(2, 57)� 1.70,MSE� 0.017,p � .15, or in
interactions with other variables (allFs � 1).

We conducted planned comparisons to examine the Presentation
Type � Orientation interaction. As expected, comparable inver-
sion effects were found for the 0p and 200p conditions (F � 1).
The inversion effects in these two conditions were significantly
greater than that found for the 700p condition,F(1, 57)� 15.64,
MSE� 0.054,p � .0005, andF(1, 57)� 12.87,MSE� 0.054,
p � .001, for the 0p and 200p conditions, respectively.

As in the previous experiment, we conducted additional post hoc
analyses separately for upright and inverted faces to rule out a
floor-effect interpretation of the reduction in the inversion effect.
Again, no differences were found for inverted faces between the
different interval conditions. However, for upright faces, the per-
formance in the long-interval condition was significantly lower
than that in the 0p and 200p conditions.

Discussion

The results of Experiment 3 provide an important replication of
Experiment 2 by demonstrating again that the time course of
temporal integration is approximately 450 ms, with comparable
inversion effects appearing for temporal intervals less than 450 ms.
More important, however, the present results show that within
each specific condition of temporal interval between parts, similar
inversion effects were obtained, regardless of the order in which
face parts were presented. Thus, despite the fact that grouping by
proximity of parts was not possible, a unified representation of a
face was created.
The indifference of facial encoding processes to the presentation

order of face parts, expressed by the comparable inversion effects,
may indicate that configural processes are initiated only when all
face parts are presented and maintained temporarily in a short-term
visual buffer. Only when a whole image is stored in the visual
buffer can advanced encoding processes, specific to faces, begin.
According to this notion, configural processing is not part of
temporal integration processes per se. Rather, temporal integration
processes are a prerequisite for configural processing.

Table 3
Proportions of Correct Responses (With Standard Deviations in Parentheses) for Upright and
Inverted Faces as a Function of Presentation Type and Order of Presentation in Experiment 3

Presentation type

Order of presentation

AverageENM EMN NEM NME MEN MNE

0p
Upright .63 (.21) .57 (.23) .61 (.25) .54 (.22) .58 (.19) .62 (.25) .59 (.16)
Inverted .12 (.08) .10 (.15) .13 (.16) .13 (.12) .16 (.15) .15 (.13) .13 (.07)
Inversion effect .50 (.20) .47 (.25) .49 (.24) .41 (.21) .43 (.17) .47 (.27) .46 (.15)

200p
Upright .53 (.13) .51 (.21) .61 (.16) .56 (.21) .49 (.23) .55 (.22) .55 (.13)
Inverted .10 (.09) .10 (.13) .13 (.17) .11 (.17) .09 (.11) .09 (.13) .10 (.10)
Inversion effect .44 (.11) .41 (.20) .48 (.20) .45 (.17) .40 (.17) .46 (.23) .44 (.09)

700p
Upright .43 (.16) .37 (.24) .47 (.25) .44 (.17) .42 (.23) .44 (.24) .40 (.19)
Inverted .12 (.10) .13 (.14) .10 (.09) .09 (.10) .09 (.12) .12 (.12) .11 (.07)
Inversion effect .31 (.13) .24 (.24) .38 (.25) .35 (.17) .33 (.25) .31 (.22) .29 (.14)

Note. The intervals between presentations of upright or inverted face parts were either 0 ms (0p), 200 ms
(200p), or 700 ms (700p). E� eyes; N� nose; M� mouth.
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Alternatively, configural processes may be a crucial component
of temporal integration processes while still being impervious to
the order of part presentation. According to this view, facial
configural processing involves the computation of spatial relations
(or distances) between two (or more) internal features (e.g., Coo-
per & Wojan, 2000). Thus, the spatial relations between any two
presented features can be encoded regardless of their proximity.
This claim is especially relevant in the present study, in which face
parts, although presented randomly, appeared at locations corre-
sponding to their original positions. For example, the mouth part
appeared at the lower third of the display even if it was presented
first. Thus, participants were able to compute with great precision
the distance between it and other features of the face. Our exper-
iments indicate that a prerequisite for such configural processing is
that all the elements co-occur within a limited period correspond-
ing to the decay time of the visual buffer. Whether this conclusion
applies only to the processing of faces or also extends to nonface
objects has yet to be determined.
A related issue, which was not explored in the present study, is

whether the location of the parts is an important factor in the
integration process. In all of the experiments reported here, the
face parts were presented in their correct position. Because of
masking problems, the parts could not have been presented se-
quentially in the same location, but it is interesting to consider
whether temporal integration could have been successful if the
parts had been presented in a misaligned or scrambled format.
Gauthier et al. (2006) reported configural effects at retrieval even
when face parts were not presented at the canonical location for
such parts. Thus, it may be possible to find temporal integration
even when face parts are offset spatially and even when the top
part appears at the bottom, and vice versa. If this is the case, it
would argue for a VSTM locus for temporal integration, because
evidence has shown that information in VSTM has abstracted
some invariant features of the stimulus related to its identity and,
thus, is not sensitive to spatial shift.
Misaligned presentation of the facial parts (as in Gauthier et al.,

2006) may be used as an additional tool to pinpoint the locus of

temporal integration: Because VSTM is not sensitive to spatial
shift (Irwin, 1991), minimal effects should be seen when the
to-be-integrated stimuli are offset. In contrast, representations in
iconic memory are maintained in precise retinotopic coordinates,
and a spatial offset, such as misalignment, would reduce perfor-
mance. This procedure would possibly allow one to determine, in
a similar fashion to Experiment 3, whether the integration in the
intermediate-interval conditions (e.g., 200p) stems from integra-
tion in iconic memory or in VSTM.4 However, it should be noted,
that such an arrangement would require both temporal integration
and spatial realignment. Although such a reconfiguration seems
possible, it is also a time-consuming task that may not be achieved
within the temporal boundaries delineated in our study.
Another related issue is the role of perceptual organization

processes, such as grouping by proximity, in temporal integration.
The fact that face identification was not influenced by part prox-
imity, as evidenced by the fact that no difference was observed in
the inversion effect between the ENM condition and the other
conditions, may suggest that as with configural processing, group-
ing by proximity cannot occur early in perception or before a
complete image is registered. This notion corresponds to tradi-
tional approaches to visual processing that posit that the perception
and identification of global shapes are performed at a later stage in
inferotemporal cortex regions, whereas in early visual areas only
analysis of local features occurs (Felleman & Van Essen, 1991;
Livingstone & Hubel, 1988). If this assumption is correct, the
results of the current experiment point to iconic memory as the
stage in which temporal integration takes place. Other findings
also indicate that representations stored in iconic memory are not
influenced by figural complexity (e.g., Irwin, 1991). Recent stud-
ies, however, suggest that grouping can occur early in visual
processing and that brain activity related to grouping is observed in
striatal and prestriatal regions (e.g., Altmann, Bu¨lthoff, & Kourtzi,
2003; Han, Song, Ding, Yund, & Woods, 2001). The latter studies,

4 We thank Andrew Hollingworth for this suggestion.

Figure 7. Magnitude of the inversion effects in Experiment 3 as a function of presentation type and order of
presentation. Error bars represent standard errors. E� eyes; N� nose; M� mouth.
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however, used simple geometric patterns or shapes, not complex
ones such as faces. An important question for future research is
whether the type of grouping that occurs among face parts has a
similar locus in the perceptual stream and in the brain.

General Discussion

Temporal integration, in which time-segregated stimuli are com-
bined to form a unified representation, has been demonstrated in
the domains of object and scene perception. The findings of the
present experiments establish that temporal integration can also
occur in face perception. In the present study, famous and nonfa-
mous faces were divided into three parts and presented sequen-
tially, with a variable interval between each part. The influence of
the temporal interval between the parts on the magnitude of the
inversion effect was explored. Decrements in performance for
upside-down faces are traditionally interpreted as resulting from
disruption of holistic or configural processing and reliance on
part-based, object-like processes. Thus, the presence or absence of
an inversion effect is a sensitive marker, indicating whether a
configural representation of the face was created through integra-
tion. We found that inversion effects were obtained for both
famous and nonfamous faces even when face parts were integrated
over a time span of 450 ms. Moreover, these inversion effects were
similar to those found when a face was presented as a whole and
not partitioned. In contrast, inversion effects were eliminated or
significantly reduced when the delay between parts was 700 ms. A
similar pattern was found with misaligned, unfamiliar faces, al-
though it was less pronounced. Finally, temporal integration was
not influenced by the order in which face parts were presented.
Comparable inversion effects were obtained across the different
orders of face part presentations within each presentation-type
condition (i.e., the differing temporal intervals between the parts).
Temporal integration was achieved even when nonadjacent parts
were presented sequentially and when the mouth or the nose parts
were presented first.
The theoretical framework we suggest to account for these

findings is that the face parts are integrated in a time-limited visual
buffer. Within this buffer, face parts are temporarily stored and
combined with incoming additional face parts. The emergence of
a face inversion effect indicates that the integration of the upright
face parts is performed in a manner that allows the computation of
the overall configuration of the original face; the relational infor-
mation between the features is an essential component of the
integration process. Because the inversion effect is considered a
hallmark of configural processing, the emergence of an inversion
effect in the temporal integration task in the present study strongly
suggests that the facial features were not encoded in an isolated
manner in the upright condition. Computation of the relational
information failed, however, when face parts were presented
upside-down, leading to impoverished identification.
The present findings strongly suggest that configural processing

of faces is not dependent on simultaneous presentation of facial
features. Rather, faces can still be perceived (configurally) if the
different components of a face are separated by short temporal
intervals. These findings support views claiming that face identi-
fication is dependent on the relational information between fea-
tures that is computed during face processing (e.g., Diamond &
Carey, 1986; Searcy & Bartlett, 1996).

The current findings could also be accommodated with accounts
that regard face processing as involving template encoding, with
little or no part differentiation (Farah, 2004; Farah et al., 1995,
1998; Tanaka & Farah, 2003), though some modifications to the
original versions would be required. According to these accounts,
although the component parts of the face are separable in principle,
the perception and representation of the face is unparsed. One
prediction, explicitly made by proponents of this approach, is that
no holistic processing will occur when a face isnotpresented as a
whole unit. As mentioned earlier, this hypothesis was investigated
by Farah et al. (1995), who presented faces in a part-wise manner
during a learning session, with each feature appearing in isolation
or in a normal whole format. The existence of an inversion effect
later in recognition in the whole condition, but not in the separated
condition, was interpreted as evidence that a holistic representation
cannot be formed when the parts are decomposed. Although we
did not test for holistic processing directly, our findings of equiv-
alent inversion effects for faces presented as wholes or in a
piecemeal fashion suggest that holistic processing can occur even
when the face parts are presented and perceived separately. Indeed,
the temporal window during which temporal integration and, con-
sequently, holistic processing can take place is narrow. This might
explain Farah et al.’s (1995) failure to observe inversion effects in
their study in which the presentation duration of each part was
much longer. Yet, even within the limited temporal boundaries in
our study, the face parts were explicitly encoded as decomposable
elements, at least in the intermediate-interval conditions, but nev-
ertheless were integrated in a holistic fashion.
Proponents of the template hypothesis could justly argue that

holistic, template-like representations may be createdafter tempo-
ral integration processes are complete. The inversion effect may be
attributed to that later stage. This proposal could easily account for
the present results, but only if the original assumption—that during
the perception of a gestalt, such as a face, “the whole stimulus
takes precedence over the sum of its parts” (Tanaka & Farah, 2003,
p. 53)—is relaxed. If the proponents of the template hypothesis
would concede that holistic processing can arise even when sep-
arated facial parts are consciously perceived, they could easily
interpret the current findings according to that hypothesis.
The locus of temporal integration processes in face perception

has yet to be determined. As mentioned in the introduction, the
integration of visual information across time intervals can take
place in different memory systems (iconic memory, VSTM, or
VLTM) and is heavily reliant on the nature of the representations
that are formed in each of these memory systems. In the present
context, because of the relatively short temporal intervals in which
integration was observed, iconic memory and VSTM are the two
most likely candidates. Iconic memory, although initially regarded
as a unitary phenomenon, is actually fractionated into several
subcomponents (Coltheart, 1980; Di Lollo & Dixon, 1988; Irwin
& Yeomans, 1986).Visible persistenceis the phenomenological
perception of a visual trace that remains after stimulus offset. This
trace is detailed and decays approximately 80–100 ms after the
onset of the stimulus.Informational persistenceis a second, more
durable mechanism, which is time-locked to stimulus offset and
decays within 150–300 ms. Although informational persistence
contains elaborate form and spatial information, it is not visible
directly and is not accompanied by the same perceptual experience
that characterizes visible persistence. In contrast to iconic memory,
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VSTM is able to maintain abstracted information across several
seconds (Phillips, 1974), but it has a limited capacity of 3–4
objects (Luck & Vogel, 1997), and its spatial information is less
accurate. Findings have shown that visible persistence and VSTM
could support integration, but informational persistence could not
(e.g., Di Lollo, 1980; Irwin, 1993, 1996).
Because the temporal window of facial-features integration

overlaps, to a large degree, the boundaries of iconic memory, we
are inclined to conjecture that the processes involved in creating a
unified face more likely occurred within iconic memory than
within VSTM. If so, why was temporal integration successful even
at the 200p condition, in which approximately 450 ms separated
the first and third facial parts? Although temporal integration
observed at the shorter intervals could be attributed to visible
persistence, the integration observed in the 200p condition is
seemingly within the time frame of informational persistence,
which supposedly does not support integration.
One simple explanation for this divergence may be related to the

different paradigms used in the present study as compared with
previous studies. Whereas in studies in which no integration was
found, the stimuli were spatially overlapping, in the present par-
adigm they were not. This raises the possibility that integration
could be established during informational persistence as well, but
only when the stimuli do not overlap and no backward masking
mechanism is functioning.5

Additionally, facial integration could be based on informational
persistence because of the unique nature of faces, for which human
observers’ lifelong expertise has allowed fine-grained and highly
sophisticated mechanisms to develop. Thus, the computation of
spatial information when faces are presented may be more profi-
cient and accurate than that when other types of stimuli are
presented in tasks that require fine visual alignment (Di Lollo &
Dixon, 1988). As a result, the dissipation of the memory trace may
be decelerated when faces are concerned, or, alternatively, signif-
icant information could be extracted despite the rapid decay.
Although this conjecture is admittedly speculative, some sup-

port for it can be found in a recent study by Hollingworth et al.
(2005). They used the empty-cell localization task, in which two
arrays with dot patterns are superimposed, with varying intervals
between the arrays, and the participant is asked to report the square
that was not filled with a dot. Varying the complexity of the first
array, Hollingworth et al. found less accuracy for the complex
array than for the simple array at an interarray interval of 100 ms.
Although their main interest and predictions were focused on
longer intervals, this result supports our speculation that even at
the level of informational persistence, complexity may play an
important role. As a result, the expertise of the perceiver with the
visual stimuli will facilitate temporal integration.
The diminution, or even complete elimination, of the inversion

effect in the long-interval condition negates, in our view, the
possibility that facial integration could occur in VSTM. The in-
ability to integrate face parts in VSTM could be a result either of
capacity limitations, which limit its span to 4–5 items (Cowan,
2001; Sperling, 1960), or inability of VSTM to maintain accurate
spatial information (Hollingworth et al., 2005; Irwin, 1991; Phil-
lips, 1974). Recent results, however, reported by Brockmole,
Wang, and Irwin (2002; Brockmole & Wang, 2003), have ques-
tioned the traditional view of VSTM as a limited-capacity system
by demonstrating an average memory span of approximately 10

items, which exceeds by more than twofold the accepted view of
VSTM capacity. Brockmole and colleagues suggested that inte-
gration in VSTM is between image and percept, where the first
stimulus is transformed into an image and maintained in a visual
buffer until it is combined with the second stimulus (Kosslyn,
1994). This pattern of integration occurs only when the interval
between the two stimuli is long enough to allow the formation of
an internal representation of the first stimulus. This finding was
replicated recently by Hollingworth et al. (2005). We did not
observe such a pattern with faces in that no integration occurred at
the longest interval.
The reason for these discrepancies may stem both from the

nature of the representations created in VSTM and the character-
istics of the tasks and stimuli used in the different studies. The
memory traces maintained by VSTM are abstract, postcategorical
representations that code the visual, but not the semantic, features
of the stimulus (Henderson & Hollingworth, 2003; Hollingworth,
2004). As such, they are influenced by configural grouping of
single elements into more high-order configurations, and chunking
could maximize the capacity of VSTM, as demonstrated with dot
patterns (Hollingworth et al., 2005). Faces, however, differ from
dot patterns, and the issue of how faces are represented in VSTM,
and whether representations of faces in VSTM differ from long-
term memory representations, has yet to be addressed (Cooper &
Wojan, 2000; Diamond & Carey, 1986; Rhodes, 1988). In addi-
tion, it is important to note a crucial difference between the
empty-cell localization task and the task used in our study. In the
latter task, construction of a structural and fixed abstract descrip-
tion of a face was not possible until the entire face was presented.
For example, the exact position of the eyes in the face was
determined only when all of the parts were presented, because
identification is based on the configural relations between the
features. In contrast, in tasks in which dot-filled matrices are
presented, a reference frame can be established for each array
separately, because the location of the dots can be drawn in
relation to the matrix, which is constant across arrays. This greatly
facilitates the ability to represent abstractly the arrays in VSTM,
but it makes it difficult to apply such long-lived, part-based rep-
resentation to faces for the purpose of integrating the parts into a
whole.
In short, because faces differ on many dimensions from the

other stimuli that have been used to study VSTM—as do the
procedures in our study from those used to study VSTM for dots,
objects, and scenes—it is difficult to extrapolate easily from the
conclusions of other studies to our own. Nonetheless, insofar as it
is possible to make such comparisons, our results suggest that the
locus of temporal integration for faces is not in VSTM.
The findings of the present study emphasize the importance of

a temporally integrated representation for configural processing of
faces. Integrated faces will not necessarily be perceived in a
configural manner, but, nevertheless, configural perception of
faces necessitates visual integration. Our data show that this inte-
gration is still apparent at approximately 400 ms, which favors
iconic memory as the platform supporting temporal integration but
does not completely rule out the possibility that the locus is in
VSTM.

5We thank Andrew Hollingworth for this suggestion.
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This theoretical account may have some interesting (although
speculative) implications for the neuropsychological literature in
that it suggests that some forms of prosopagnosia may arise either
from the disruption of the integrative processes or from damage to
the visual buffer itself. The possibility of a faulty integrative
mechanism underlying prosopagnosia seems to contradict the dou-
ble dissociation observed between deficits in face and object
perception, both of which, allegedly, depend on temporal integra-
tion. However, as already claimed in the literature, these integra-
tive processes may not be similar across domains, and they may
differ qualitatively from one another due to factors such as exper-
tise and complexity (e.g., Gauthier & Nelson, 2001; Kanwisher,
2000; Maurer et al., 2002; Moscovitch et al., 1997). The possibility
that deficits in face perception (and object perception as well) may
stem from damage to the visual buffer or its functioning has not
been proposed, to our knowledge, but may prove a promising
venue of future investigation.
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